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Abstract

There are many nonparametric objects of interest that are a function of a conditional

distribution. One important example is an average treatment effect conditional on a subset

of covariates. Many of these objects have a conditional influence function that generalizes

the classical influence function of a functional of a (unconditional) distribution. Condi-

tional influence functions have important uses analogous to those of the classical influence

function. They can be used to construct Neyman orthogonal estimating equations for

conditional objects of interest that depend on high dimensional regressions. They can be

used to formulate local policy effects and describe the effect of local misspecification on

conditional objects of interest. We derive conditional influence functions for functionals of

conditional means and other features of the conditional distribution of an outcome vari-

able. We show how these can be used for locally linear estimation of conditional objects

of interest. We give rate conditions for first step machine learners to have no effect on

asymptotic distributions of locally linear estimators. We also give a general construction

of Neyman orthogonal estimating equations for conditional objects of interest.

Keywords: Condition influence functions, conditional average treatment effects, Ney-

man orthogonality, locally linear regression
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1 Introduction

There are many nonparametric, conditional objects of interest. An example is the conditional

average treatment effect given one or more key covariates. This object quantifies how the average
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effect of some treatment varies with a few covariates. An economic example is average equivalent

variation for price changes conditional on income. This object quantifies how average welfare

effects of price changes vary by income. Such conditional objects can provide useful guidance

for policy. They also give low dimensional summaries of high dimensional unknown functions

that will often have causal and/or economic interpretations.

This paper gives conditional influence functions for conditional objects of interest and de-

scribes how they can be used. The conditional influence function, when it exists, is a Gateaux

derivative of a conditional object with respect to the conditional CDF of a single data obser-

vation. The conditional influence function is exactly analogous to the classic influence function

of Hampel (1974) and Huber (1981), which is a Gateaux derivative of an object of interest

with respect to the (unconditional) CDF of a single data observation. The conditional influence

function (CIF) differs in being a Gateaux derivative with respect to a conditional CDF rather

than unconditional CDF. We show in this paper that CIF’s exist for objects that are certain

functionals of conditional means and other features of conditional distributions. We also show

that CIF’s have important uses.

CIF’s can be used in some ways that are exactly analogous to the classical influence function.

They can be used to form Neyman orthogonal versions of conditional moment functions that

identify conditional objects of interest. Such Neyman orthogonal conditional moment functions

can be used to construct estimators of conditional objects of interest from machine learners of

features of conditional distributions. The resulting estimators have the property that first step

machine learning has no first order effect on the objects of interest. Consequently, bias from

regularization and model selection has little effect on objects of interest. We give a wide range

of Neyman orthogonal moment functions for objects that depend on features of the conditional

distribution of an outcome variable given regressors. We also give a general orthogonality result

that is local with respect to unknown functions that identify the object of interest and global

with respect to other unknown debiasing functions.

The CIF also has other uses that are analogous to those of the classic influence function. We

show that it can be used to characterize local effects of misspecification on conditional objects

of interest. For example we quantify how endogeneity of prices may affect average equivalent

variation according to income level. We also show how CIF’s can be used to construct local policy

effects that are conditional on observed variables. These effects provides ways of quantifying

how effects of policy changes vary with observed characteristics of populations, like income.

It seems CIF’s cannot be used to characterize asymptotic variances or make efficiency com-

parisons for objects of interest that condition on continuous variables. It is important to note

that, unlike in the unconditional case, the CIF does not fully characterize the large-sample vari-

ances of estimators for objects of interest that condition on continuous variables. Consequently,

the CIF does not determine efficiency rankings. For instance, series and kernel estimators of
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conditional means exhibit different large-sample variances due to variations in localization meth-

ods and approaches used to mitigate localization biases. This distinction sets the conditional

case apart from the unconditional case and raises intriguing open questions, particularly about

the comparison of estimators in this case.1

This paper mostly focuses on using Neyman orthogonal estimating equations for debiased

machine learning of conditional objects of interest. We estimate conditional objects with machine

learners of conditional expectations and features of the conditional distribution of an outcome

variable given regressors. The estimation is to solve the conditional mean zero equation of

the CIF for the object of interest, plug-in first step machine learners for unknown functions,

and use nonparametric regression to estimate a conditional mean. We focus on locally linear

nonparametric regression in this paper. We give conditions for these estimators to have standard

nonparametric, asymptotic distributions where first step machine learning can be ignored.

Estimators of conditional objects based on Neyman orthogonal moment functions have pre-

viously been developed. Convergence rates for some conditional objects of interest are given in

Foster and Syrgkanis (2019). Linear projection estimators of conditional objects of interest were

given in Semenova and Chernozhukov (2021). Kernel estimators with automatic debiasing are

given in Chernozhukov, Newey, and Singh (2022a). Estimation of the average treatment effect

conditional on all covariates was considered in Kennedy (2023) and Kennedy et al. (2024). Here

we give results that only require mean-square convergence rates for first step machine learn-

ers. Leudtke (2024) gave attainable rates of convergence and inference for conditional objects

of interest in reducing kernel spaces and showed pathwise differentiability of some objects in

more general spaces. Here we consider pathwise differentiability with respect to the conditional

distribution, a different localization, and also consider many objects of interest not covered in

Leudtke (2024).

In Section 2 we define the CIF and give a wide variety of conditional objects of interest that

are linear functionals of a conditional mean. Section 3 gives nonparametric estimators of objects

of interest focusing on locally linear regression. Section 4 describes some other uses of CIF’s.

Section 5 gives CIF’s for objects of interest that depend on a general feature of the conditional

distribution of an outcome given regressors. Section 6 gives a general construction of Neyman

orthogonal estimating equations for conditional parameters.

2 The Conditional Influence Function and Examples

Throughout the paper we will focus on the setting where data are i.i.d. with one data observation

denoted byW. There are many objects of interest that are conditional on some observed variable

V that is a function of W. We will use as a running example an average treatment effect

1See Khan and Nekipelov (2010) for some interesting steps in this direction.
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conditional on some function of covariates.

Example 1 (Running): HereW = (Y,D,Z) where Y is an outcome, D ∈ {0, 1} a treatment

indicator, and D is mean independent of potential outcomes conditional on Z. Let V = T (Z)

be some function of the covariates and γ0(D,Z) = E[Y |D,Z]. Consider an object of interest

θ0(V ) = E[γ0(1, Z)− γ0(0, Z)|V ].

This θ0(V ) is a conditional average treatment effect (CATE) given V when 0 < Pr(D = 1|Z) < 1

with probability one. For example V could be family size, in which case θ0(V ) would quantify

how the average treatment effect depends on family size.

In this paper we consider objects of interest that are functions of the conditional CDF of

W given V. Let F V denote such a conditional CDF and F V
0 denote its true value, that is the

conditional CDF of an observed data observation W given V. We consider objects that take the

form

θ0(V ) = θ(F V
0 ),

where θ(F V ) is a mapping from conditional CDF’s of W given V to the real line. The CIF will

be the Gateaux derivative of θ(F V ) with respect to F V at F V = F V
0 .

Example 1 Continued: To formulate the CATE θ0(V ) as a function of the CDF F V it is

important that E[Y |D,Z] can be viewed as a function of F V . Because this formulation is of

some general interest for conditional objects other than the CATE, we give a result here:

Lemma 1: If E[Y 2] < ∞ and V = T (X) for some measurable function T (X) then if

E[{Y − γ(X)}2|V ] has a unique minimizer,

E[Y |X] = argmin
γ
E[{Y − γ(X)}2|V ].

Proof: Note that for γ0(X) = E[Y |X] and any other function measurable function γ(X) with

finite second moment,

E[{Y − γ0(X)}2|X] ≤ E[{Y − γ(X)}2|X].

Then by iterated expectations and the above inequality,

E[{Y − γ0(X)}2|V ] = E[E[{Y − γ0(X)}2|X]|V ]

≤ E[E[{Y − γ(X)}2|X]|V ] = E[{Y − γ(X)}2|V ].

That is,

γ0 = argmin
γ
E[{Y − γ(X)}2|V ] = argmin

γ

∫
{Y − γ(X)}2F V

0 (dw). (2.1)
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where the minimizer is unique. Q.E.D.

By the conclusion of Lemma 1 we see that the conditional mean E[Y |X] is a function of

the conditional distribution of Y given V equal to the minimizing value of E[{Y − γ(X)}2|V ].

This result is well known for V equal to X or constant V , so Lemma 1 just extends those well

known results to other functions V of X. This result is useful in formulating conditional objects

of interest that depend on E[Y |X] as functions of the conditional CDF F V , as we can illustrate

with Example 1.

Example 1 Continued: From Lemma 1 it follows that the conditional mean of Y given

(D,Z) is the argmin function in equation (2.1). Let γFV (D,Z) be this argmin function. Then

we have

θ0(V ) = θ(F V
0 ), θ(F V ) = EFV [γFV (1, Z)− γFV (0, Z)|V ].

Thus we see that CATE is a function of the conditional CDF F V of W given V.

We define the conditional influence function to be the Gateaux derivative of θ(F V ) with

respect to F V at F V
0 in a way that is exactly analogous to the Gateaux derivative for the classic

influence function. Let HV be a conditional CDF that may be different than F V
0 and let

F V
τ := (1− τ)F V

0 + τHV , τ ∈ [0, 1],

be a linear in τ deviation of the conditional CDF of W given V away from its true value F V
0 .

This F V
τ generalizes the one dimensional parametric family used to define the classic influence

function to allow F V
τ to be conditional rather than unconditional.

Definition: The conditional influence function (when it exists) is ψV
0 (W ) satisfying

dθ(F V
τ )

dτ

∣∣∣∣
τ=0

=

∫
ψV
0 (w)dH

V (w), E[ψV
0 (W )|V ] = 0, (2.2)

for all HV ∈ HV for some HV .

This definition of a conditional influence function generalizes the definition of the classical

influence function to allow F V and HV to be conditional CDF’s rather than unconditional ones

where V is constant.

Before discussing the CIF and its properties further we derive the CIF in our running example

and give other examples.

Example 1 continued: To derive the CIF for CATE let Eτ [·|V ] denote the conditional

expectation given V for F V
τ and γτ (X) = γFV

τ
(X). Then by the chain rule of calculus, for
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∆τ (Z) := γτ (1, Z)− γτ (0, Z),

dθ(F V
τ )

dτ
=

d

dτ
Eτ [∆τ (Z)|V ] =

d

dτ
Eτ [∆0(Z)|V ] +

d

dτ
E[∆τ (Z)|V ].

where the derivatives are evaluated at τ = 0 throughout. By the form of F V
τ it follows that

d

dτ
Eτ [∆0(Z)|V ] =

∫
[∆0(z)− θ0(V )]HV (dw). (2.3)

Also for the propensity ,score π0(Z) = Pr(D = 1|Z) it follows by V a function of Z and iterated

expectations that

E[γτ (1, Z)|V ] = E[E[
D

π0(Z)
|Z]γτ (1, Z)|V ] = E[

D

π0(Z)
γτ (X)|V ],

E[γτ (0, Z)|V ] = E[
1−D

1− π0(Z)
γτ (X)|V ],

so that

E[∆τ (Z)|V ] = E[α0(X)γτ (X)|V ].

Then proceeding as in Newey (1994), with Eτ [·|V ] replacing Eτ [·], another application of the

chain rule gives

d

dτ
E[∆τ (Z)|V ] =

d

dτ
E[α0(X)γτ (X)|V ] (2.4)

=
d

dτ
Eτ [α0(X)γτ (X)|V ]− d

dτ
Eτ [α0(X)γ0(X)|V ]

=
d

dτ
Eτ [α0(X)Y |V ]− d

dτ
Eτ [α0(X)γ0(X)|V ]

=
d

dτ
Eτ [α0(X){Y − γ0(X)}|V ]

=

∫
α0(x)[y − γ0(x)]H

V (dw),

where the third equality follows by iterated expectations and V being a function of X and the

fifth equality as in equation (2.3). Combining this equation with equation (2.3) it follows that

the CIF of CATE is

ψ0(W ) = γ0(1, Z)− γ0(0, Z)− θ0(V ) + α0(X)[Y − γ0(X)].

There are many other objects of interest that have a CIF. A general class of such objects is

linear functions of the conditional mean E[Y |X] that are conditionally mean square continuous.

To describe these objects let γ represent a function of X that is a possible conditional mean

E[Y |X] and m(W, γ) be a linear functional of γ. Consider any conditional object of interest that

has the form

θ0(V ) = E[m(W, γ0)|V ].
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Example 1, CATE, is a special case with m(W, γ) = γ(1, Z) − γ(0, Z). Suppose that m(W, γ)

satisfies the following condition.

Assumption 1: (Conditional Mean Square Continuity) There exists α0(X) such that E[α0(X)2] <

∞ and

E[m(W, γ)|V ] = E[α0(X)γ(X)|V ] for all γ with E[γ(X)2] <∞. (2.5)

By a conditional version of the Riesz representation theorem existence of α0(X) such that

equation (2.5) is satisfied is equivalent to |E[m(W, γ)|V ]| ≤ D(V )E[γ(X)2|V ] for some D(V ) <

∞ with E[α0(X)2] < ∞. We refer to this α0(X) as a conditional Riesz representer. Under

this condition the object of interest θ0(V ) = E[m(W, γ0)|V ] has a CIF analogous to the CATE

running example.

Proposition 1: If Assumption 1 is satisfied then the CIF of θ0(V ) = E[m(W, γ0)|V ] exists

and is equal to

ψ0(W ) = m(W, γ0)− θ0(V ) + α0(X)[Y − γ0(X)].

Proof: Let Eτ [·|V ] denote the conditional expectation given V for F V
τ and γτ (X) = γFV

τ
(X)

as in Lemma 1, so that θFV
τ
(V ) = Eτ [m(W, γτ )|V ]. Then by the chain rule it follows as in

equations (2.3) and (2.4) that

dθ(F V
τ )

dτ
=

d

dτ
Eτ [m(W, γτ )|V ] =

d

dτ
Eτ [m(W, γ0)|V ] +

d

dτ
E[m(W, γτ )|V ]

=

∫
[m(w, γ0)− θ0(V )]HV (dw) +

d

dτ
E[α0(X)γτ (X)]

=

∫
[m(w, γ0)− θ0(V )]HV (dw) +

d

dτ
Eτ [α0(X){Y − γ0(X)}]

=

∫
ψ0(w)H

V (dw).

Also, by iterated expectations,

E[ψ0(W )|V ] = E[m(W, γ0)|V ]− θ0(V ) + E[α0(X){Y − γ0(X)}|V ]

= 0 + E[E[α0(X){Y − γ0(X)}|X]|V ] = 0. Q.E.D.

There are many examples of conditional objects of interest where Assumption 1 is satisfied.

Here are two others in addition to the CATE.

Example 2: (CATE for continuous treatment): A second example is a CATE for continuous

treatment where D is a continuous treatment variable and

θ0(V ) = E[
∂

∂d
γ0(D,Z)|V ], V = T (Z).
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As shown in Imbens and Newey (2009) the unconditional version of this object, where V is con-

stant, is an average treatment effect when D is independent of potential outcomes conditional on

Z. The θ0(V ) given here is a conditional version, giving the average treatment effect conditional

on a function V of the covariates Z. It follows by integration by parts that, when the condi-

tional pdf f(D|Z) is zero at the boundary of the support of D conditional on Z, Assumption 1

is satisfied with

m(W, γ) = ∂γ(D,Z)/∂d, α0(X) = −∂ ln f(D|Z)/∂d.

Example 3: (Average Equivalent Variation Bound) An explicit economic example is a

bound on average equivalent variation for heterogenous demand. Here Y is the share of income

spent on a commodity and X = (P1, Z), where P1 is the price of the commodity and Z includes

income Z1, prices of other goods, and other observable variables affecting utility. For P̌1(Z) <

P̄1(Z) being lower and upper prices over which the price of the commodity can change, κ a

bound on the income effect, and ω(Z) some weight function. The object of interest is

θ0(V ) = E[ω(Z)

∫ P̄1

P̌1

(
Z1

u

)
γ0(u, Z) exp(−κ[u− P̌1])du|V ], V = T (Z),

where u is a variable of integration. When individual heterogeneity in consumer preferences is

independent of X and κ is a lower (upper) bound on the derivative of consumption with respect

to income across all individuals, then θ0 is an upper (lower) bound on the weighted average over

consumers of equivalent variation for a change in the price of the first good from P̌1 to P̄1; see

Hausman and Newey (2016). Here m(W, γ) = ω(Z)
∫ P̄1

P̌1
(Z1/u)γ(u, Z) exp(−κ[u− P̌1])du and

α0(X) = f(P1|Z)−1ω(Z)1(P̌1 < P1 < P̄1)(Z1/P1) exp(−κ[P1 − P̌1]),

where f(P1|Z) is the conditional pdf of P1 given Z.

In each of Examples 1-3 the conditioning variable V is not a one-to-one function of X. Also,

the conditional Riesz representation comes from averaging over other parts of X. In Examples

1 and 2 the conditional Riesz averages over the treatment variable D and in Example 3 from

averaging over the variable P1. If V is a one-to-one function of X then the conditional Riesz

representation requires that E[m(W, γ)|X] = α0(X)γ(X), for which m(W, γ) = A(W )γ(X) for

some function A(W ) is the only example of which we are aware.

It is interesting to note that the CIF of Proposition 1 is identical to the influence function

of the unconditional parameter θ0 = E[m(W, γ0)] except that θ0 is replaced by θ0(V ). This fact

is consistent with by a conditional Riesz representation being stronger than (i.e. implying) an

unconditional one, which follows by iterated expectations.
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3 Conditional Debiased Machine Learning via Locally

Linear Regression

The CIF can be used to construct conditionally Neyman orthogonal moment equations for esti-

mating conditional objects of interest, analogous to the use of influence functions in estimating

parameters. The conditional mean zero property E[ψ0(W )|V ] = 0 can be used to estimate

θ0(V ) by replacing ψ0(W ) with an estimated CIF and solving for θ0(V ) from a nonparametric

regression. For simplicity we focus in this Section on the CIF of a linear function of a conditional

mean and give a general analysis in Section 6.

Solving E[ψ0(W )|V ] = 0 in Proposition 1 for θ0(V ) gives

θ0(V ) = E[m(W, γ0) + α0(X){Y − γ0(X)}|V ].

We can use this equation to estimate θ0(V ) by a nonparametric regression ofm(W, γ̂)+α̂(X){Y −
γ̂(X)} on V where γ̂ and α̂ are preliminary machine learners. That is, we use m(W, γ̂) +

α̂(X){Y − γ̂(X)} as the outcome variable in a nonparametric regression. The first part m(W, γ̂)

of this outcome variable identifies θ0(V ) = E[m(W, γ0)|V ]. The second part α̂(X){Y−γ̂(X)} acts
as a bias correction. This second part makes the conditional expectation E[m(W, γ)+α(X){Y −
γ(X)}|V ] Neyman orthogonal with respect to γ and α, thus mitigating regularization and/or

model selection bias from machine learning.

Neyman orthogonality with respect to γ and α follows from the general analysis of Section 6

and can also be shown directly. We include that demonstration here for completeness. By using

iterated expectations and collecting terms we have

E[m(W, γ) + α(X){Y − γ(X)} −m(W, γ0)− α0(X){Y − γ0(X)}|V ]

= E[m(W, γ − γ0) + α(X){γ0(X)− γ(X)}|V ]

= E[α0(X){γ(X)− γ0(X)} − α(X){γ(X)− γ0(X)}|V ]

= −E[{α(X)− α0(X)}{γ(X)− γ0(X)}|V ].

We see that γ and α being different than γ0 and α0 has zero first order effect with an explicit

second order remainder following the last equality.

To avoid over-fitting bias and keep regularity conditions for α̂ and γ̂ as weak as we can

cross-fitting can be used in construction of m(W, γ̂) + α̂(X){Y − γ̂(X)}. For cross-fitting we

partition the observation indices i = 1, ..., n into distinct sets Iℓ, (ℓ = 1, ..., L), and let γ̂ℓ and α̂ℓ

be computed from observations not in Iℓ. Then for each i ∈ Iℓ we take

Ŝi = m(Wi, γ̂ℓ) + α̂ℓ(Xi)[Yi − γ̂ℓ(Xi)] (3.1)

These Ŝi observations are debiased outcomes that can be used to estimate θ0(V ) from a nonpara-

metric regression of Ŝi on Vi. This can be done by standard kernel or series regression or by some
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machine learner if the dimension of V is not small. We focus here on locally linear regression

which has good properties as a nonparametric estimator for low dimensional V. Locally linear

regression is unbiased when the θ0(V ) is linear in V , adapts well to boundary of the support of

V , and has improved mean square error relative to kernel regression, as discussed in Fan (1993).

To describe a locally linear regression estimator of θ0(V ) based on the debiased outcomes Ŝi,

let K(u) be a kernel with
∫
K(u)du = 1 and for bandwidth h > 0 and V with dimension r let

Kh(u) = h−rK(u/h). A locally linear estimator is

θ̂(v) = argmin
θ,β

L∑
ℓ=1

∑
i∈Iℓ

(Ŝi − θ − (v − Vi)
′β)2Kh(v − Vi). (3.2)

This θ̂(v) can be computed as the estimator of the coefficient of 1 in a weighted least squares

regression of Ŝi on on (1, v−Vi) with weight Kh(v−Vi) for the ith observation. Under regularity

conditions given later in this Section this θ̂(v) will have an asymptotically normal distribution

that is the same as a locally linear regression with outcome variable Si = m(Wi, γ0)+α0(Xi)[Yi−
γ0(Xi)]. In this sense the presence of the estimators α̂ and γ̂ can be ignored for the purposes of

choosing the bandwidth h and construction of standard errors. Thus, the bandwidth choice can

be made and confidence intervals formed as in standard algorithms for locally linear regression;

see e.g. Fan and Gijbels (1996).

The bias correction term α0(Xi)[Yi − γ0(Xi)] appears in the asymptotic variance of this

locally linear estimator. Moreover, the same term also appears in the variance if we use tra-

ditional (asymptotically linear) series or kernel estimators for γ (which is feasible when X is

low-dimensional) and simply use the plug-in m(Wi, γ̂) in the local regression above. Thus, in the

traditional low-dimensional case, the de-biasing approach and the plug-in approach are asymp-

totically equivalent. However, the plug-in and de-biasing approaches cease to be equivalent in

the high-dimensional case because we must use regularization and/or selection to estimate γ

well. As a result, the plug-in approach accumulates excess bias, which is removed by the bias

correction term.

An estimator α̂(Xi) of the conditional Riesz representer α0(X) is needed for construction

of Ŝi. As noted in Section 3, the conditional Riesz representation of Assumption 1 implies the

unconditional Riesz representation

E[m(W, γ)] = E[α0(X)γ(X)] for all γ with E[γ(X)2] <∞.

As in Chernozhukov et al. (2024), this equation is the first-order conditions for the extremum

problem

α0(X) = argmin
α

{E[−2m(W, γ) + α(X)2]}.

Thus α0(X) can be estimated by minimizing a sample version of this objective function over
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some approximating set An, with possibly a penalty P̂n(α) included in the objective, as in

α̂ℓ = argα∈An
min{

∑
i/∈Iℓ

[−2m(Wi, α) + α(Xi)
2] + P̂n(α)}.

Mean square convergence rates for this α̂ℓ are given for Lasso in Chernozhukov, Newey, and

Singh (2022b) and for other estimators in Chernozhukov et al. (2024). These are automatic

methods for constructing α̂, requiring only m(W,α) and not relying on an explicit formula for

α0.

Under regularity condition the presence of γ̂ and α̂ will not affect the nonparametric asymp-

totic distribution of θ̂(v) because the nonparametric regression is being done on the debiased

outcome Ŝi. These conditions will allow standard nonparametric inference methods for local

linear regression to be applied using θ̂(v). In particular, with an under-smoothing choice for h

it will be the case that
√
nhr[θ̂(v) − θ0(v)] is asymptotically normal with the same asymptotic

variance as for the true debiased outcome Si = m(Wi, γ0) + α0(Xi){Yi − γ0(Xi)}. Here
√
nhr is

the standard normalization for asymptotic normality of a locally linear regression.

To specify conditions for θ̂(v) to have these useful large sample properties we will give

conditions sufficient for
√
nhr[θ̂(v)− θ̃(v)]

p−→ 0, where θ̃(v) is the random variable obtained by

replacing Ŝi by Si in equation (3.2). We impose mild conditions on the kernel K(u).

Assumption 2:
∫
K(u)du = 1 and K(u) and K(u)u2 are bounded.

We also assume that m(W, γ) is a mean square continuous function of γ and that the Riesz

representer and V ar(Y |X) are bounded.

Assumption 3: E[m(W, γ)2] ≤ CE[γ(X)2] for some C > 0 and α0(X) and V ar(Y |X) are

bounded.

For any function h(X) let ∥h∥ =
√
E[h(X)2] denote the mean-square norm. Our main

regularity conditions are mean square rates of convergence for γ̂ and α̂ relative to the bandwidth

h of the kernel estimator.

Assumption 4: i)
√
nhr −→ ∞, ∥γ̂ − γ0∥ = op(h

r/2), ∥α̂− α0∥ = op(h
r/2), ii)

√
n ∥γ̂ − γ0∥ ∥α̂− α0∥ =

op(h
r/2).

These conditions impose convergence rates for the mean square error of γ̂ and α̂ as well as

a combined rate for the two functions.

Theorem 2: If Assumptions 1 - 4 are satisfied then

√
nhr{θ̂(v)− θ̃(v)} p−→ 0.

11



This result is proved in the Appendix. To explain conditions that are implicit in Assumption

4 we give some necessary conditions for that assumption when the mean-square convergence

rates of γ̂ and α̂ are optimal. If X had dimension d, X has compact support, and γ0(X)

has s derivatives then from Stone (1980) the best attainable rate for ∥γ̂ − γ0∥ is n−s/(d+2s).

For simplicity suppose that both ∥γ̂ − γ0∥ = Op(n
−s/(d+2s)) and ∥α̂− α0∥ = Op(n

−s/(d+2s)),

corresponding to α0 also having s derivatives and having the same optimal rate as γ̂. Let V have

dimension r, and suppose that θ0(V ) also has bounded second derivatives. Then a necessary

condition for Assumption 3 is
r + 2

r + 4
<

2s

d+ 2s
. (3.3)

For any positive integers d and r ≤ d this condition will be satisfied for s large enough. For

example, for r = 1, where V is a scalar, this condition can be shown to be s > 3d/4. We note

that this condition is stronger than the corresponding condition s > d/2 for both of γ̂ and α̂

to converge faster in mean square than n−1/4, as is to be expected from Assumption 3, which

requires that ∥γ̂ − γ0∥ ∥α̂− α0∥ goes to zero faster than 1/
√
n.

The conditions of Theorem 2 only require L2 convergence, i.e. convergence in mean-square,

of γ̂ and α̂ at specified rates. Hypotheses of L2 convergence makes this result widely applicable

to machine learning, where some learners are only known to have L2 rates. If instead L4 rates

were imposed, e.g. as in Foster and Srygkannis (2023), then equation (3.3) could be improved.

Further improvements may also possible, e.g. as in Kennedy (2023), for γ̂ and α̂ with special

structure. We have chosen to focus here on mean-square rate conditions because they apply

most widely to first step machine learners.

4 Other Uses of the Conditional Influence Function

Equation (2.2) motivates the use of the influence function for economic applications. The

Gateaux derivative dθ(F V
τ )/dτ is the local effect of changing the distribution F on the ob-

ject θ(F V ). If θ
(
F V
)
is an economic object of interest, such as a feature of the distribution of

outcome variables, then dθ(F V
τ )/dτ can be thought of as a local policy effect of changing the

distribution of the data. Equation (2.2) then can be used to obtain the local policy effect from

the conditional influence function, generalizing Firpo, Fortin, and Lemeiux (2009) to conditional

policy effects.

When θ(F V ) is the probability limit of an estimator θ̂(V ) we can think of dθ(F V
τ )/dτ as the

local sensitivity of that estimator to changes in F V , which gives local effects of misspecification.

This use of the CIF generalizes the sensitivity analysis of Andrews, Gentzkow, and Shapiro

(2017) to apply to nonparametric, conditional objects of interest. Quantifying local sensitivity

of an estimator of a conditional object to misspecification is another potentially important use

of the CIF. For example, it would be possible to check sensitivity to misspecification of how

12



economic effects vary by income by generalizing the sensitivity analysis of Ichimura and Newey

(2021) to the CIF. The focus of this paper is on debiased machine learning of conditional objects

of interest and so we defer discussion of using the CIF for local policy or misspecification analysis.

5 Functions of Features of the Conditional Distribution

In this Section we give estimators of objects of interest that depend on features of the condi-

tional distribution of Y given X beyond the conditional mean. We give locally linear regression

estimators based on debiased outcomes and asymptotic theory sufficient for first step estimators

to have no effect on the nonparametric limiting distribution of the estimator. The results illus-

trate how the CIF can be used to estimate objects that depend on features of the conditional

distribution of Y given X beyond the conditional mean. At the time of the writing of this paper

such conditional objects had not previously been considered in the literature.

The features of the conditional distribution we consider are those γ0(X) such that

γ0(X) = argmin
γ
E[Q(W, γ(X))|X], (5.1)

where Q(W,a) is a convex function of the scalar a. The objects of interest are any θ0(V ) with

θ0(V ) = E[m(W, γ0)|V ], where m(W, γ) is a function of a data observation and a linear function

of γ. These objects go beyond those that depend on the conditional mean by allowing γ0(X) to

be some other feature of the conditional distribution of Y given X.

An example of θ0(V ) is a conditional average derivative of a conditional quantile.

Example 4: For 0 < ν < 1 and qv(u) = [1(u < 0)(1 − τ) + ν1(u > 0)] |u| and Q(W, γ) =
qν(Y − γ(X)). The νth conditional quantile of the conditional distribution of Y given X is the

minimizer in equation (5.1). Suppose that X = (D,Z) where D is a continuous variable of

interest and Z are covariates. A conditional object of interest is

θ0(V ) = E[
∂γ0(D,Z)

∂d
|V ], V = T (Z).

This θ0(V ) is an average derivative of a conditional quantile of Y given X conditional on a

function V of covariates. It is conditional on V version of the object considered by Chaudhuri,

Doksum, and Samarov (1997).

For the CIF of θ0(V ) to exist the function γ0 should be a function of the conditional distri-

bution of W given V. This property follows from equation (5.1) similarly to Lemma 1 because

γ0 = argminγ E[Q(W, γ)|V ] by iterated expectations. For brevity we omit a formal statement

of this result and just note that γ0 = γ(F V
0 ) for γ(FV ) = argminγ EFV [Q(W, γ)|V ]. Because γ0
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can be viewed as a function of F V the object of interest can also be viewed in this way with

θ0(V ) = θ(F V
0 ) for

θ(F V ) = EFV [m(W, γ(F V ))|V ], γ(F V ) = argmin
γ(X)

EFV [Q(W, γ)|V ]. (5.2)

This θ(F V ) will have a CIF under some regularity conditions. The CIF will depend on the

derivative ρ(W, γ0(X)) of Q(W, γ0(X) + a) with respect to the constant a at a = 0 which we

assume exists with probability one. The first order condition for γ0(X) is

E[ρ(W, γ0(X))|X] = 0.

We use regularity conditions in terms of F V
τ = (1− τ)F V

0 + τHV similarly to Ichimura and

Newey (2022). Let γτ = γ(F V
τ ) and Eτ [·|V ] denote the conditional expectation with respect to

F V
τ .

Assumption 5: i) There is vm(X) such that E[m(W, b)|V ] = E[vm(X)b(X)|V ] for all

bounded b(X) and E[vm(X)2] < ∞; ii) there is vρ(X) < 0 that is bounded and bounded away

from zero such that ∂E[b(X)ρ(W, γτ )|V ]/∂τ = ∂E[b(X)vρ(X)γτ (X)|V ]/∂τ for every bounded

b(X).

In ii) vρ(X) will be the derivative of E[ρ(W, γ0(X) + a)|X] with respect to the scalar

a evaluated at a = 0. This condition allows for ρ(W, γ) to not be continuous as long as

E[ρ(W, γ0(X) + a)|X] is differentiable in a. Also vρ(X) < 0 is a sign normalization (that

holds when ρ(W, γ(W )) = Y − γ(X)) while vρ(X) being bounded and bounded away from zero

is important for the results.

Proposition 3: If Assumption 5 is satisfied then for α0(X) = −vm(X)/vρ(X), θ(F V ) =

EFV [m(W, γ(FV ))] has CIF

ψ0(W ) = m(W, γ0)− θ0(V ) + α0(X)ρ(W, γ0).

Proof: For F V
τ = (1 − τ)F V

0 + τHV , 0 < τ < 1, let γτ = γ(F V
τ ) and Eτ [·|V ] = EFV

τ
[·|V ] as

in Section 2. By the chain rule of calculus,

d

dτ
θ(F V

τ ) =
d

dτ
Eτ [m(W, γτ )|V ] (5.3)

=
d

dτ
Eτ [m(W, γ0)|V ] +

d

dτ
E[m(W, γτ )|V ]

=

∫
[m(w, γ0)− θ0]H

V (dw) +
d

dτ
E[m(W, γτ )|V ].
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Also, by Assumption 5 i) the first order conditions for γτ for every τ give

0 ≡ Eτ [α0(X)ρ(W, γτ )|V ]

identically in τ . Differentiating this identity with respect to τ and applying the chain rule gives

0 =
d

dτ
Eτ [α0(X)ρ(W, γ0)|V ] +

d

dτ
E[α0(X)ρ(W, γτ )|V ]

=

∫
α0(x)ρ(w, γ0)H

V (dw) +
d

dτ
E[α0(X)ρ(W, γτ )|V ].

Solving gives −dE[α0(X)ρ(W, γτ )|V ]/dτ =
∫
α0(x)ρ(w, γ0)H

V (dw). Then

d

dτ
E[m(W, γτ )|V ] =

d

dτ
E[vm(X)γτ (X)|V ] =

d

dτ
E[−α0(X)vρ(X)γτ (X)|V ]

= − d

dτ
E[α0(X)ρ(W, γτ )|V ] =

∫
α0(x)ρ(w, γ0)H

V (dw),

where the first equality follows by Assumption 5 i), the second by the definition of α0(X), the

third by Assumption 5 ii), and the fourth by the previous equation. The conclusion follows by

substituting in equation (5.3). Q.E.D.

This result extends Theorem 1 of Ichimura and Newey (2022) to conditional influence func-

tions of conditional objects that depend on γ0(X) from equation (5.1).

A nonparametric estimator of θ0(V ) can be constructed using the CIF similarly to Section

3. Solving E[ψ0(W )|V ] = 0 in Proposition 3 for θ0(V ) gives

θ0(V ) = E[m(W, γ0) + α0(X)ρ(W, γ0)|V ].

We can use this equation to estimate θ0(V ) by a nonparametric regression ofm(W, γ̂)+α̂(X)ρ(W, γ̂)

on V where γ̂ and α̂ are preliminary machine learners. As in Section 3 the second part

α̂(X)ρ(W, γ̂) of this outcome variable provides a bias correction for regularization and/or model

selection bias from machine learning. Conditional Neyman orthogonality holds byE[α(X)ρ(W, γ0)|V ] =

E[α(X)E[ρ(W, γ0)|X]|V ] = 0 for any α(X), which implies

E[m(W, γ) + α(X)ρ(W, γ)−m(W, γ0)− α0(X)ρ(W, γ0)|V ]

= E[m(W, γ − γ0) + α0(X){ρ(W, γ)− ρ(W, γ0)}|V ]

+ E[{α(X)− α0(X)}{ρ(W, γ)− ρ(W, γ0)}|V ].

The second term in this expression is an explicit second order remainder and the first term

is also second order because α0(X) = −vm(X)/vρ(X) implies that α0(X){ρ(W, γ) − ρ(W, γ0)}
cancels out m(W, γ − γ0) to first order.
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A cross-fit version of the debiased outcome variable

Ŝi = m(Wi, γ̂ℓ) + α̂ℓ(Xi)ρ(Wi, γ̂ℓ), (5.4)

can be used to estimated θ0(V ) from a nonparametric regression of Ŝi on Vi. A locally linear

estimator can be obtained as in equation (3.2).

An estimator α̂ℓ(Xi) is needed to construct the debiased outcome Ŝi. We follow Cher-

nozhukov et al. (2024) in this construction. We suppose that there is vρ(W ) such that

E[vρ(W )|X] is approximately vρ(X) and let v̂ρ(W ) be an estimator of vρ(W ). Then a cross-

fit estimator of α0(X) can be constructed as

α̂ℓ = argα∈An
min

∑
i/∈Iℓ

{−2m(Wi, α)− v̂ρ(Wi)α(Xi)
2}+ P̂n(α), (5.5)

where v̂ρ(w) is an estimator of vρ(w). We use v̂ρ(w) as a function of w here to avoid the need

to estimate E[vρ(W )|X] in constructing the objective function.

Here we need additional conditions to those previously given to allow for ρ(W, γ(X)) that is

not Y − γ(X). Let Υ̂ℓ(w) = {α̂ℓ(x)− α0}{ρ(W, γ̂ℓ)− ρ(W, γ0)}.

Assumption 6: For each ℓ = 1, ..., L, either i)

√
n

∫
Υ̂ℓ(w)F0(dw) = op(h

r/2),

∫
Υ̂ℓ(w)

2F0(dw) = op(h
r);

or ii)
√
n ∥α̂ℓ − α0∥ ∥ρ(W, γ̂ℓ)− ρ(W, γ0)∥ = op(h

r/2).

Here the choice between conditions i) and ii) is allowed so that Assumption 6 can apply to

first step conditional quantile estimation, where i) is satisfied but not ii).

Assumption 7: There is bounded vm(X) with E[mn(W, γ)|V ] = E[vm(X)γ(X)|V ], for all

E[γ(X)2] <∞, E[ρ(W, γ0)|X] = 0, and there is R(X, γ, γ0) such that

E[ρ(W, γ)|X] = vρ(X){γ(X)− γ0(X)}+R(X, γ, γ0),

E[|R(X, γ, γ0)|] ≤ C ∥γ − γ0∥2 .

where vρ(X) > 0 is bounded and bounded away from zero. Also either R(X, γ, γ0) = 0 or
√
n ∥γ̂ − γ0∥2 = op(h

r/2).

With these additional conditions in place we can show θ̂(v) is asymptotically equivalent to

θ̃(v) obtained by using Si = m(Wi, γ0) + α0(Xi)ρ(Wi, γ0) in place of Ŝi in equation (3.2).

Theorem 4: If Assumptions 2, 3, 4 i), 6, and 7 are satisfied for α0(X) = −vm(X)/vρ(X)

then √
nhr{θ̂(v)− θ̃(v)} p−→ 0.
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6 Neyman Orthogonal Conditional Moment Functions

A quite general way to formulate conditional objects of interest is as the solution to a conditional

moment restriction. Let g(W, γ, θ) be a function of data observation W, an unknown function

γ, and a possible possible conditional object of interest θ(V ). We assume that θ0(V ) solves

0 = E[g(W, γ0, θ)|V ]. (6.1)

All of the conditional objects of interest we have given thus far solve such an equation for

g(W, γ, θ) = m(W, γ)− θ. The formula in equation (6.1) allows for θ0(V ) to solve a conditional

moment restriction.

Neyman orthogonal moment functions can be constructed by adding to g(W, γ, θ) the CIF

ϕ(W, γ, α, θ) of E[g(W, γ(F V ), θ)|V ], where γ(F V ) is the first step, nonparametric object that

helps identify θ0(V ) and α is a first step function additional to γ. This CIF satisfies, for F V
τ =

(1− τ)F V
0 + τHV ,

d

dτ
E[g(W, γ(F V

τ ), θ)|V ] =

∫
ϕ(w, γ0, α0, θ)dH

V (dw), E[ϕ(W, γ0, α0, θ)|V ] = 0, (6.2)

for all HV ∈ HV . A conditionally Neyman orthogonal estimating function is

ψ(W, γ, α, θ) = g(W, γ, θ) + ϕ(W, γ, α, θ).

In Section 3 ϕ(W, γ, α, θ) = α(X)[Y − γ(X)] and in Section 5 ϕ(W, γ, α, θ) = α(X)ρ(W, γ).

The function ψ(W, γ, α, θ) has two orthogonality properties that we derive and explain. These

properties depend on assuming that the true value α0 of α can also be viewed as a function of

the conditional distribution FV of W given V, i.e. that the following condition is satisfied.

Assumption 8: There is α(FV ) such that if F V
0 = F V then α0 = α(F V ).

This condition is satisfied in each of the examples we have given. For the conditional average

treatment effect α0(X) depends on the propensity score Pr(D = 1|Z) which is a function of FV ,

by Lemma 1 and by V being a function of the covariates Z. Assumption 8 can also be shown

to hold in the other examples.

Proposition 5: If Assumption 8 is satisfied then for all F V
τ such that α(F V

τ ) = α0 for all

τ in a neighborhood of zero,

d

dτ
E[ψ(W, γ(F V

τ ), α0, θ)|V ] = 0.

Also for all α such that there exists α(F V ) with α = α(F V ) and γ((1− τ)F V + τF V
0 ) = γ0 for

all τ small enough,

E[ϕ(W, γ0, α, θ)] = 0.

17



Proof: Let F V
τ be such that α(Fτ ) = α0 for all τ near 0. Then by the conditional mean zero

property of ϕ(W, γ(F V
τ ), α0, θ) in equation (6.2),

Eτ [ϕ(W, γ(F
V
τ ), α0, θ)|V ] ≡ 0.

Differentiating this identity with respect to τ, applying the chain rule, and evaluating at τ = 0

gives

0 =

∫
ϕ(W, γ0, α0, θ)H

V (dw) +
∂

∂τ
E[ϕ(W, γ(F V

τ ), α0, θ)|V ]

=
d

dτ
E[g(W, γ(F V

τ ), θ)|V ] +
∂

∂τ
E[ϕ(W, γ(F V

τ ), α0, θ)|V ]

=
d

dτ
E[ψ(W, γ(F V

τ ), α0, θ)|V ],

where the second equality holds by equation (6.2), giving the first conclusion.

For the second conclusion note that for F̄ V
τ = (1− τ)F V + τF V

0 , by γ(F V ) = γ0,

E[ϕ(W, γ0, α, θ)|V ] =

∫
ϕ(w, γ0, α(F

V ), θ)F v
0 (dw)

=
∂

∂τ
EFV [g(W, γ(F̄ V

τ ), θ)|V ]

=
∂

∂τ
EFV [g(W, γ0, θ)|V ] = 0.

where the second equality follows by equation (6.2) and the third equality by by γ(F̄ V
τ ) = γ0

for all τ near enough to zero. Q.E.D.

This result requires that γ
(
F V
)
depend on different features of FV than α(F V ). The first

conclusion comes from γ(F V ) varying while α(F V ) = α0 and the second conclusion comes from

α(F V ) varying while γ(F V ) = γ0. In each of the examples such variation is possible because

because γ(F V ) is some feature of the conditional distribution of an outcome variable Y given

regressors X and α(F V ) is a feature of the conditional distribution of some of the regressors X

conditional on V. We conjecture that this property is satisfied in many other settings also.

The second conclusion is a strong form of Neyman orthogonality of ψ(W, γ0, α, θ0) in α,

implying that

E[ψ(W, γ0, α, θ0)|V ] = E[g(W, γ0, θ0)|V ] + E[ϕ(W, γ0, α, θ0)|V ] = 0.

Here the Neyman orthogonal moment function has zero conditional expectation for any value

of α and not just for α0. Note that this property holds in the examples we have given because

E[ρ(W, γ0)|X] = 0, with ρ(W, γ) = Y − γ(X) in Section 2. We conjecture that this robustness

property holds in many other settings also.
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The first conclusion is Neyman orthogonality of ψ(W, γ, α0, θ0) as γ varies away from γ0 along

each path of the form γ(F V
τ ). Under additional regularity conditions this pathwise orthogonality

will imply orthogonality for other kinds of variation of γ, such as Gateaux differentiability where

orthogonality is
∂

∂δ
E[ψ(W, γ0 + δ(γ − γ0), α0, θ0)|V ]

∣∣∣∣
δ=0

= 0,

for all γ ∈ Γ, where Γ is a set of γ. For example, one could impose conditional versions of the

hypotheses of Theorem 3 of Chernozhukov et al. (2022c) to obtain this orthogonality. We focus

here on the pathwise orthogonality of Proposition 5 and leave the establishment of other forms

of conditional orthogonality to particular conditional parameters of interest.

When E[ψ(W, γ, α0, θ0)|V ] is linear affine in γ the first conclusion of Proposition 5 gener-

ally implies a stronger orthogonality property that E[ψ(W, γ, α0, θ0)|V ] for all γ. Together with

the second conclusion of Proposition 5, we see that the conditional Neyman orthogonal mo-

ment function ψ(W, γ, α, θ) will be conditionally double robust, where E[ψ(W, γ, α0, θ0)|V ] =

E[ψ(W, γ0, α, θ0)|V ] = 0,when E[ψ(W, γ, α0, θ0)|V ] is linear affine in γ.

Proposition 5 generalizes results of Section 4 of Chernozhukov et al. (2022c) to the CIF.
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7 APPENDIX

In this Appendix we will prove Theorems 4 and 6. We first give a Lemma that is the basis of

Theorems 4 and 6. Letmn(W, γ) be a linear functional of γ that will be the product of the kernel

Kh(v−V ) and the m(W, γ) in the body of the paper. Also, let αn(X) and α̂n(X) be the product

of the kernel and α0(X) and α̂(X) respectively. Let ψn(w, γ, α) = mn(w, γ) + α(x)ρ(w, γ) and

σn be an increasing sequence that will be h−r/2 for the proofs of Theorems 4 and 6. In Lemma

A we give conditions for

1

n

L∑
ℓ=1

∑
i∈Iℓ

{ψn(Wi, γ̂ℓ, α̂nℓ)− ψn(Wi, γ0, αn)} = op(σn/
√
n), (7.1)

which will give the conclusions of Theorems 4 and 6.

The first condition imposes rates of convergence for γ̂ℓ and α̂nℓ.

Assumption A1: αn(X) and V ar(ρ(W, γ0)|X) are bounded and for each ℓ = 1, ..., L, i)∫
mn(w, γ̂ℓ − γ0)

2F0(dw) = op(σ
2
n), ii)

∫
αn(x)

2{ρ(w, γ̂ℓ) − ρ(w, γ0)}2F0(dw) = op(σ
2
n), and iii)∫

{α̂nℓ(x)− αn(x)}2F0(dx) = op(σ
2
n).

The next condition imposes rates of convergence for the quadratic remainder

∆̂ℓ(w) = {α̂nℓ(x)− αn(x)}{ρ(w, γ̂ℓ)− ρ(w, γ0)}.

Here let ∥h(W )∥ =
√
E[h(W )2].

Assumption A2: For each ℓ = 1, ..., L, either i)∫
∆̂ℓ(w)F0(dw) = op(σn/

√
n),

∫
∆̂ℓ(w)

2F0(dw) = op(σ
2
n);

or ii) ∥α̂nℓ − αn0∥ ∥ρ(W, γ̂ℓ)− ρ(W, γ0)∥ = op(σn/
√
n).

Assumption A3: i) There is bounded αmn(X) such that

E[mn(W, γ)] = E[vmn(X)γ(X)], for all E[γ(X)2] <∞.

ii) There is R(X, γ, γ0) such that

E[ρ(W, γ)|X] = vρ(X){γ(X)− γ0(X)}+R(X, γ, γ0)

and αn(X) = −vmn(X)/vρ(X);

iii) Either R(X, γ, γ0) = 0 or E[|αn(X)R(X, γ, γ0)|] ≤ O(σ2
n) ∥γ − γ0∥2 , and ∥γ̂ − γ0∥2 =

op(σ
−1
n /

√
n).
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Lemma A: If Assumptions A1 - A3 are satisfied then equation (7.1) is satisfied.

Proof: Let ϕ(w, γ, α) = α(x)ρ(w, γ), ϕ̄(γ, α) =
∫
ϕ(w, γ, α)F0(dw), and m̄n(γ) =

∫
mn(w, γ)F0(dw).

Then by adding and subtracting terms we have

1

n

∑
i∈Iℓ

{ψn(Wi, γ̂ℓ, α̂ℓ, θn)− ψn(Wi, γ0, αn, θn)}

=
1

n

∑
i∈Iℓ

{mn(Wi, γ̂ℓ) + ϕ(Wi, γ̂ℓ, α̂ℓ)−mn(Wi, γ0)− ϕ(Wi, γ0, αn)} = R̂1 + R̂2 + R̂3,

where

R̂1 =
1

n

∑
i∈Iℓ

[mn(Wi, γ̂ℓ − γ0)− m̄n(γ̂ℓ − γ0)] (7.2)

+
1

n

∑
i∈Iℓ

[ϕ(Wi, γ̂ℓ, αn)− ϕ(Wi, γ0, αn)− ϕ̄(γ̂ℓ, αn)]

+
1

n

∑
i∈Iℓ

[ϕ(Wi, γ0, α̂ℓ)− ϕ(Wi, γ0, αn)],

R̂2 =
1

n

∑
i∈Iℓ

[ϕ(Wi, γ̂ℓ, α̂ℓ)− ϕ(Wi, γ̂ℓ, αn)− ϕ(Wi, γ0, α̂ℓ) + ϕ(Wi, γ0, αn)]

=
1

n

∑
i∈Iℓ

[α̂ℓ(Xi)− αn(Xi)][ρ(Wi, γ̂ℓ)− ρ(Wi, γ0)].

R̂3 = m̄n(γ̂ℓ − γ0) + ϕ̄(γ̂ℓ, αn).

Define ∆̂iℓ = mn(Wi, γ̂ℓ − γ0) − m̄n(γ̂ℓ − γ0) for i ∈ Iℓ and let Wc
ℓ denote the observations Wi

for i /∈ Iℓ. Note that γ̂ℓ depends only on Wc
ℓ by construction. Then by independence of Wc

ℓ and

{Wi, i ∈ Iℓ} we have E[∆̂iℓ|Wc
ℓ ] = 0. Also by independence of the observations, E[∆̂iℓ∆̂jℓ|Wc

ℓ ] =

0 for i, j ∈ Iℓ. Furthermore, for i ∈ Iℓ E[∆̂
2
iℓ|Wc

ℓ ] ≤
∫
[mn(w, γ̂ℓ)−mn(w, γ0)]

2F0(dw). Then we

have

E[

(
1

n

∑
i∈Iℓ

∆̂iℓ

)2

|Wc
ℓ ] =

1

n2
E[

(∑
i∈Iℓ

∆̂iℓ

)2

|Wc
ℓ ] =

1

n2

∑
i∈Iℓ

E[∆̂2
iℓ|Wc

ℓ ]

≤ 1

n

∫
mn(w, γ̂ℓ − γ0)

2F0(dw) = op(σ
2
n/n).

The conditional Markov inequality then implies that
∑

i∈Iℓ ∆̂iℓ/n = op(σn/
√
n). The analogous

results also hold for ∆̂iℓ = ϕ(W, γ̂ℓ, α0) − ϕ(W, γ0, α0) − ϕ̄(γ̂ℓ, α0) and ∆̂iℓ = ϕ(W, γ0, αℓ) −
ϕ(W, γ0, α0) by ϕ̄(γ0, α̂ℓ) = 0 = ϕ̄(γ0, αn). Summing across the three terms in R̂1 gives R̂1 =

op(σn/
√
n).
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Next let ∆̂ℓ(w) = [α̂ℓ(x)−αn(x)][ρ(w, γ̂ℓ)− ρ(w, γ0)]. Suppose first that Assumption B (i) is

satisfied, so that ∫
∆̂ℓ(w)

2F0(dw) = op(σ
2
n).

Let ∆̄ℓ =
∫
∆̂ℓ(w)F0(dw). It then follows exactly as for R̂1 with ∆̂iℓ = ∆̂ℓ(Xi)− ∆̄ℓ that

1

n

∑
i∈Iℓ

[∆̂ℓ(Xi)− ∆̄ℓ] = op(σn/
√
n).

Also by Assumption B i) ∆̄ℓ = op(σn/
√
n), so that by the triangle inequality,

R̂2 =
1

n

∑
i∈Iℓ

[∆̂ℓ(Xi)− ∆̄ℓ] +
nℓ

n
∆̄ℓ = op(σn/

√
n),

where nℓ is the number of observations in Iℓ. Now suppose that Assumption B ii) is satisfied.

Then by the triangle and Cauchy-Schwartz inequalities,

E[|R2| |Wc
ℓ ] ≤

∫ ∣∣∣∆̂ℓ(w)
∣∣∣F0(dw)

≤

√∫
[α̂ℓ(x)− αn(x)]2F0(dx)

√∫
[ρ(w, γ̂ℓ)− ρ(w, γ0)]2F0(dw).

It then follows by the conditional Markov inequality that R̂2 = op(σn/
√
n).

Finally, consider R3 and let ∆̂ℓ(x) = γ̂ℓ(x)− γ0(x). By Assumption C,

R̂3 =

∫
vmn(x)∆̂ℓ(x)F0(dx) +

∫
αn(x)[

∫
ρ(w, γ̂ℓ)F (dw|x)]F (dx)

=

∫
{vmn(x) + αn(x)vρ(x)}∆̂ℓ(x)F0(dx)

+

∫
|αn(x)R(x, γ̂ℓ, γ0)|F0(dx)

= 0 + op(σn/
√
n) = op(σn/

√
n).

The conclusion now follows by the triangle inequality. Q.E.D.

We now use Lemma A to prove Theorems 4 and 6.

Proof Theorem 4: Let Si = m(Wi, γ0) + α0(Xi){Yi − γ0(Xi)}. By the structure of locally

linear regression, as in Fan (1993) equations (2.2)-(2.4), it suffices to prove that

√
nhr

1

n

n∑
i=1

Kh(v − Vi)[Ŝi − Si] = op(1), (7.3)

√
nhr

1

n

n∑
i=1

Kh(v − Vi)(v − Vi)[Ŝi − Si] = op(1).
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For brevity we will provide a proof of only the first expression in (7.3). The rest of (7.3) can be

shown for each of its elements in an analogous way.

Let

mn(W, γ) = Kh(v − V )m(W, γ), αn(X) = Kh(v − V )α0(X),

ψn(W, γ, α, θ) = mn(W, γ) + α(X){Y − γ(X)}.

Let σn = h−r/2 and α̂nℓ = Kh(v − V )α̂(X). Note that by K(u) and α0(X) bounded and

Assumption 4, ∫
mn(w, γ̂ − γ0)

2dF0(w) ≤ Ch−2r ∥γ̂ − γ0∥2 = op(σ
2
n),∫

αn(x)
2[γ̂(x)− γ0(x)]

2dF (w) ≤ Ch−2r ∥γ̂ − γ0∥2 = op(σ
2
n),∫

{α̂nℓ(x)− αn(x)}2F0(dx) ≤ Ch−2r ∥α̂− α0∥2 = op(σ
2
n),

giving Assumption A1.

Next note that ρ(W, γ(X)) = Y − γ(X), so that by Assumption 4,

∥α̂nℓ − αn0∥ ∥ρ(W, γ̂ℓ)− ρ(W, γ0)∥ ≤ Ch−r ∥α̂ℓ − α0∥ ∥γ̂ℓ − γ0∥
= Ch−rop(h

r/2/
√
n)

= op(σn/
√
n).

so that Assumption A2 is satisfied.

Also Assumption A3 is satisfied with vmn(X) = Kh(v − V )α0(X), vρ(X) = −1, and

R(X, γ, γ0) = 0. The conclusion of Theorem 4 then follows from the conclusion of Lemma

A with σn/
√
n = 1/

√
nhr. Q.E.D.

Proof of Theorem 6: Assumption A1 of Lemma A follows as in the proof of Theorem 4.

Also Assumption A2 is satisfied by Assumption 6 and Assumption A3 by Assumption 7, so the

conclusion follows by Lemma A. Q.E.D.
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