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1. Introduction
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• MTE (Heckman and Vytlacil, 1999, 2001, 2005) is a tool for describing, interpreting, 

and analyzing heterogeneous causal effects of a nonrandom treatment.

• MTE 𝑥, 𝑣 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝑉 = 𝑣

• Existing methods of MTE rely heavily on IV.

• In this paper, we attempt to model, identify, and estimate MTE without IV.

• Main value of our method

• When IV is hard to find: consistently estimate heterogeneous causal effects

• When IV is available but under question: conveniently test exclusion of IV

• When IV is valid: check robustness to alternative identifying assumptions



1. Introduction: literature review 
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• Set identification for sample selection models: Honore and Hu (2020, 2023)

• Sensitivity analysis for exclusion restrictions: Conley et al (2012), Kippersluis (2018)

• Identification based on heteroscedasticity: Lewbel (2012, 2018)

• Extremal quantile regression for sample selection models: D’Haultfœuille et al (2018)

• Local irrelevance assumption in control function approach: D’Haultfœuille et al (2023)

• Identification based on functional form: Escanciano et al (2016)

• linear outcome equations  𝑌𝑑 = 𝑋’𝛽𝑑 + 𝑈𝑑

• nonlinear propensity score  𝜋 𝑥 = 𝐸 𝐷|𝑋 = 𝑥

• conditional mean independence  𝐸 𝑈𝑑|𝑉, 𝑋 = 𝐸 𝑈𝑑|𝑉



1. Introduction: preliminaries
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• Potential outcomes model

• 𝑌 = 𝑌0 + 𝐷 𝑌1 − 𝑌0 = 𝐷𝑌1 + 1 − 𝐷 𝑌0 = ቊ
𝑌1 if 𝐷 = 1
𝑌0 if 𝐷 = 0

• Selection on observables  𝑌1, 𝑌0 ⊥ 𝐷 | 𝑋 :  PSM or IPW ⇒ ATE = 𝐸 𝑌1 − 𝑌0

• Selection on unobservables  𝑌1, 𝑌0 ⊥ 𝑍 | 𝑋 :  ivregress 𝑌 on 𝐷 = 𝑍 𝑋 ⇒ LATE

• Denote 𝐷 = 𝑍𝐷1 + 1 − 𝑍 𝐷0 where 𝑍 is binary, then LATE = 𝐸 𝑌1 − 𝑌0|𝐷1 = 1,𝐷0 = 0

• Monotonicity assumption: Pr 𝐷1 ≥ 𝐷0 = 1



1. Introduction: from LATE to MTE
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• Selection model or generalized Roy model:

• 𝐷 = 1 𝜇 𝑋, 𝑍 ≥ 𝑈 and  𝑌1, 𝑌0, 𝑈 ⊥ 𝑍 | 𝑋

• normalized to  𝐷 = 1 𝐹𝑈|𝑋 𝜇 𝑋, 𝑍 ≥ 𝐹𝑈|𝑋 𝑈 = 1 𝜋 𝑋, 𝑍 ≥ 𝑉 , where

• 𝜋 𝑥, 𝑧 = 𝐸 𝐷|𝑋 = 𝑥, 𝑍 = 𝑧 is the propensity score

• 𝑉 is the normalized error term s.t.  𝑉|𝑋 ~ Uniform 0,1 and  𝑉 ⊥ 𝑋

• Vytlacil (2002) established equivalence of the selection model to the LATE model

• Marginal treatment effect is defined as  MTE 𝑥, 𝑣 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝑉 = 𝑣

• ATE 𝑥 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥 = 0׬
1
MTE 𝑥, 𝑣 𝑑𝑣

• LATE 𝑥 =
1

𝜋1−𝜋0
𝜋0׬
𝜋1MTE 𝑥, 𝑣 𝑑𝑣 where  𝜋1 = 𝜋 𝑥, 1 and  𝜋0 = 𝜋 𝑥, 0

• Identification of MTE:  MTE 𝑥, 𝑣 =
𝜕𝐸 𝑌|𝑋=𝑥,𝜋 𝑋,𝑍 =𝑣

𝜕𝑣
(𝑍 should be continuous)
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2. Model
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• Selection model without IV : 𝐷 = 1 𝜇 𝑋 ≥ 𝑈

• 𝑋 is not necessarily stochastically independent of  𝑈

• Separability or monotonicity is not required, e.g., 𝑈 can depend functionally on 𝑋

• Exclusion restriction is not required, namely, all 𝑋 can appear in outcome equations



2. Model: normalization
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• Selection model without IV :  𝐷 = 1 𝜇 𝑋 ≥ 𝑈

• Can be normalized to be :  𝐷 = 1 𝜋 𝑋 ≥ 𝑉

• where  𝜋 𝑥 = 𝐸 𝐷|𝑋 = 𝑥 = 𝐹𝑈|𝑋 𝜇 𝑥 |𝑥 is the propensity score

• and  𝑉 = 𝐹𝑈|𝑋 𝑈 ,  satisfying  𝑉|𝑋 ~ Uniform 0,1 and  𝑉 ⊥ 𝑋

• normalized error term

• the unobservables projected onto the subspace orthogonal to that spanned by 𝑋

• rank of  𝑈 conditional on 𝑋

• willingness to pay

• resistence to treatment (cost) or distaste for treatment (preference)



2. Model: normalized error term
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2. Model: definition of MTE
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MTE 𝑥, 𝑣 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝑉 = 𝑣

• Relationship between MTE and commonly-used causal parameters:

ATE 𝑥 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥 = න
0

1

MTE 𝑥, 𝑣 𝑑𝑣

ATT 𝑥 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝐷 = 1 =
1

𝜋 𝑥
න
0

𝜋 𝑥

MTE 𝑥, 𝑣 𝑑𝑣

ATUT 𝑥 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝐷 = 0 =
1

1 − 𝜋 𝑥
න
𝜋 𝑥

1

MTE 𝑥, 𝑣 𝑑𝑣

LATE 𝑥, 𝑣0, 𝑣1 = 𝐸 𝑌1 − 𝑌0|𝑋 = 𝑥, 𝑣0 ≤ 𝑉 ≤ 𝑣1 =
1

𝑣1 − 𝑣0
න
𝑣0

𝑣1

MTE 𝑥, 𝑣 𝑑𝑣
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3. Identification
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• Selection model without IV :  𝐷 = 1 𝜋 𝑋 ≥ 𝑉

• Identification by functional form  (in a semiparametric version)

• nonlinear  𝜋 𝑥

• linear outcome equations  𝑌𝑑 = 𝑋’𝛽𝑑 + 𝑈𝑑

• conditional mean independence 𝐸 𝑈𝑑|𝑉, 𝑋 = 𝐸 𝑈𝑑|𝑉

• 𝜋 𝑋 − 𝑋’𝛽𝑑 provides excluded variation, playing the role of a continuous IV

• Some notation before imposing the assumptions

• 𝑋 = 𝑋𝐶 , 𝑋𝐷 where  𝑋𝐶 is continuous and 𝑋𝐷 is discrete

• 𝜋0 𝑥𝐶 = 𝜋 𝑥𝐶 , 0

•



3. Identification: nonlinearity
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• Assumption NL2 will not hold if  𝜋0 𝑥𝐶 = 𝑓 𝛾’𝑥𝐶 . Otherwise, it generally holds.



3. Identification: linearity
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• Under Assumptions L and CMI, we have:



3. Identification: Assumption CMI
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• 𝐸 𝑈𝑑|𝑉, 𝑋 = 𝐸 𝑈𝑑|𝑉

• Standard in the MTE literature

• also referred as separability

• Note that by definition

• 𝐸 𝑈𝑑|𝑋 = 𝛼𝑑 = 𝐸 𝑈𝑑
• 𝑉 ⊥ 𝑋

• Assumption CMI essentially requires 

the copula of 𝑈𝑑 , 𝑉 not depend on 𝑋

• much weaker than  𝑈𝑑 , 𝑈 ⊥ 𝑋

• does not rule out the marginal 

dependence of 𝑈𝑑 or 𝑈 on 𝑋



3. Identification: main result
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• Theorem 1 implies identification of MTE without IV :

• as well as other causal parameters :



3. Identification: sketch of proof
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• The identification is grounded on  𝐸 𝑌|𝑋 = 𝑥, 𝐷 = 𝑑 = 𝑥’𝛽𝑑 + 𝑔𝑑 𝜋 𝑥

• Denote  𝑚𝑑 𝑥𝐶 = 𝐸 𝑌|𝑋𝐶 = 𝑥𝐶 , 𝑋𝐷 = 0,𝐷 = 𝑑 = 𝑥𝐶 ’𝛽𝑑
𝐶 + 𝑔𝑑 𝜋0 𝑥𝐶

• 𝑚𝑑 𝑥𝐶 and  𝜋0 𝑥𝐶 = 𝐸 𝐷|𝑋𝐶 = 𝑥𝐶 , 𝑋𝐷 = 0 are directly identified from the data

• 𝑥𝑘
𝐶 → 𝜉𝑘

𝐶 = 𝑥𝑘
𝐶 + 𝜖 and 𝑥𝑗

𝐶 → 𝜉𝑗
𝐶 = 𝑥𝑗

𝐶 + 𝜖 ∙ −
𝜕𝑘𝜋0 𝑥𝐶

𝜕𝑗𝜋0 𝑥𝐶
, then 𝜋0 𝑥𝐶 remains unchanged

• intuition: the derivative of implicit function  𝜋0 𝑥𝐶 = 𝑐 is  
𝜕𝑥𝑗

𝐶

𝜕𝑥𝑘
𝐶 = −

𝜕𝑘𝜋0 𝑥𝐶

𝜕𝑗𝜋0 𝑥𝐶

• 𝑚𝑑 𝜉𝐶 = 𝑥𝐶 ’𝛽𝑑
𝐶 + 𝑔𝑑 𝜋0 𝑥𝐶 + 𝜖 ∙ 𝛽𝑑,𝑘

𝐶 − 𝜖 ∙
𝜕𝑘𝜋0 𝑥𝐶

𝜕𝑗𝜋0 𝑥𝐶
∙ 𝛽𝑑,𝑗

𝐶

• 𝑚𝑑 𝜉𝐶 −𝑚𝑑 𝑥𝐶 = 𝜖 ∙ 𝛽𝑑,𝑘
𝐶 − 𝜖 ∙

𝜕𝑘𝜋0 𝑥𝐶

𝜕𝑗𝜋0 𝑥𝐶
∙ 𝛽𝑑,𝑗

𝐶

• 𝑚𝑑
ሚ𝜉𝐶 −𝑚𝑑 ෤𝑥𝐶 = 𝜖 ∙ 𝛽𝑑,𝑘

𝐶 − 𝜖 ∙
𝜕𝑘𝜋0 ෤𝑥𝐶

𝜕𝑗𝜋0 ෤𝑥𝐶
∙ 𝛽𝑑,𝑗

𝐶
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4. Estimation: first stage
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• First stage: estimation of propensity score  𝜋 𝑥 = 𝐸 𝐷|𝑋 = 𝑥 and  𝑃𝑖 = 𝜋 𝑋𝑖

• Recommendation: nonparametric estimation

• Probit/Logit or semiparametric estimation are also allowed

• 𝐷 = 1 𝑊’𝛾 ≥ 𝑈 where 𝑊 contains all covariates in 𝑋 and their interactions or 

higher-order terms



4. Estimation: second stage
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• Second stage: estimation of selection model  𝐸 𝑌𝑖|𝑋𝑖 , 𝐷𝑖 = 𝑑 = 𝑋𝑖 ’𝛽𝑑 + 𝑔𝑑 𝑃𝑖

• Recommendation: semiparametric estimation

where

• Parametric estimation if we are willing to parameterize  𝑔𝑑 or  𝐸 𝑈𝑑|𝑉

• polynomial or normal polynomial: 𝐸 𝑈𝑑|𝑉 = 𝑣 = σ𝑟=1
𝑅 𝜌𝑑𝑟𝛷

−𝑟 𝑣
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5. Application
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• Head Start is a major federally funded preschool program in the US

• targeted at children from low-income (below the poverty line) families

• serving more than 1 million children at a cost of ＄10 billion in 2019

• Many studies show short-term positive effects on cognitive outcomes

• However, results on longer-term effects of Head Start are far from united

• relatively more results on crime and health outcomes

• less agreement regarding educational attainment and earnings

• De Haan and Leuven (2020, JoLE) attempts to fill this gap

• National Longitudinal Study of Youth (NLSY) 1979

• distributional treatment effects

• partial identification without needing IV

• We revisit long-term effects of Head Start using De Haan and Leuven’s dataset.



5. Application: a review
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5. Application: data
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5. Application: first stage
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5. Application: parametric second stage
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• Linear specification: 𝐸 𝑈𝑑|𝑉 = 𝑣 = 𝜃𝑑0 + 𝜃𝑑1𝑣

• Bootstrapped confidence interval with 1000 replications



5. Application: semiparametric second stage
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• 𝐸 𝑈𝑑|𝑉 = 𝑣 is nonparametrically specified

• Bootstrapped confidence interval with 1000 replications



5. Application: counterfactual
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• 𝐸 𝑌𝑑|𝑋 = 𝑥, 𝑉 = 𝑣 = 𝑥’𝛽𝑑 + 𝐸 𝑈𝑑|𝑉 = 𝑣

• 𝐸 𝑌𝑑|𝑉 = 𝑣 = 𝐸𝑋 ’𝛽𝑑 + 𝐸 𝑈𝑑|𝑉 = 𝑣



5. Application: interpretation
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• 𝐸 𝑌|𝑉 = 𝑣 = 𝐸 𝑌0|𝑉 = 𝑣 + 𝐸 𝑌1 − 𝑌0|𝐷 = 1, 𝑉 = 𝑣 ∙ 𝐸 𝐷|𝑉 = 𝑣
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6. Conclusion
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• We propose an IV-free model for MTE that nests most IV models for MTE

• We give a set of sufficient conditions that guarantees identification of MTE without IV

• based on the method of identification by functional form

• We provides an empirical application to illustrate the usefulness of our method
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